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1.
Introduction
The lifecycle of a Machine Learning (ML) system typically starts from understanding the problem 

statement, collecting the necessary data and preprocessing the data, up to when the model is 

out of the production pipeline. Model building is not the end goal of ML system lifecycle, but only 

a phase of it. ML system lifecycle's end goal is to make the model production-ready, deploy the 

model in the production pipeline, monitor its performance, retrain the model to account for data 

and Concept Drift and redeploy to continue the lifecycle. As long as a model is in the production 

pipeline, it requires monitoring to obtain accurate and efficient results.

There are six phases in the ML system lifecycle:  
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Fig 1: ML System Lifecycle

• 	 Model Building: This phase includes understanding the problem, converting it into the ML 

framework, data preparation, feature engineering and primary model building.

• 	 Model Evaluation and Experimentation: In this phase, the model is evaluated against 

available validation data. Accordingly, hyperparameters are tuned and different algorithms 

are used to check the performance of the model by using various metrices such as accuracy, 

precision, recall, f1-score, area under curve, etc.

• 	 Making Model Production-ready: Once the model and hyperparameters are set, code is 

converted to be put in production.

•	 Testing: Model is tested in production environment and the results are compared with the 

results obtained during model evaluation and experimentation phase.

• 	 Deployment: After the final testing model is deployed, real-time predictions can be made by 

accessing the Application Programming Interface (API).

• 	 Model Monitoring: This is the final phase of the ML system lifecycle. Here, the model 

is monitored to ensure that it performs its intended job and maintains a desired level of 

performance. It is used to understand the performance of the model on real-time data. If the 

output of ML models in not monitored correctly, it may lead to inaccurate predictions, leading 

to loss in business.
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2.
Why Model Monitoring is Important 
During Machine Learning training, historical data is mapped to the target variable using a function 

like sigmoid or regression. This function learns the rules present in the data for mapping it to 

the target variable. One assumption taken during the training of the model is that the future data 

will be representative of past data. But in real case scenario, the inherent properties of data can 

change over time and the performance of the model can deteriorate. This phenomenon is  

called Model Drift. If Model Drift is not detected, it can lead to poor performance of production  

models and hence the overall pipeline. There are two major reasons for Model Drift known as 

Concept Drift and Data Drift.

Concept Drift: When the statistical properties or the definition of the target variable changes, it is 

called Concept Drift. For example, suppose a spam detector ML model is trained to predict which 

content contains spam. Over time, the definition of what is to be categorized as spam changes, 

then this scenario is known as Concept Drift. So, it can be concluded that Concept Drift happens 

when a new kind of spam emails starts appearing.

Data Drift: When the statistical properties of the predictor or the independent variable changes, 

it is called Data Drift. For example, in case of spam detector ML model, when spammers change 

the way of writing similar kind of spam emails, then this scenario is known as Data Drift.

There could be various reasons for the deterioration of model performance:

• 	Unseen Data: Machine Learning models are trained on labeled data and there will always be 

a limit to the data that can be manually tagged. Unseen data is the new data that might be 

different from the labeled data and models’ predictions can be less accurate on unseen data.

• 	Time: Time is another important factor because of which monitoring of the Machine Learning 

model is required. With time, statistical properties of the data, variables, parameters and even 

the outcome of the model are likely to change.

• 	Change in Data Format: Every Machine Learning model expects data in a predefined format. 

Due to any unforeseen conditions, if the format of the data is manipulated, performance of the 

model will degrade.

• 	Overall: The model is trained on the data present at hand and all the corner cases are 

considered while building the model, but we can never be sure of all the possible scenarios 

that may happen in future. To incorporate this uncertainty in terms of data, problem statement, 

variables and parameters while maintaining the desired performance of the model, its 

monitoring is required.

Now that we know why model monitoring is required, the next big question is how we monitor  

ML models.
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There are ways to detect the drift that happened in the model or data by analyzing the 

predictions and model accuracy, monitoring the statistical properties of data and how it affects 

or correlates with the prediction over time and various algorithms. If we identify that our model 

is not maintaining a desired level of accuracy, we need to work towards improving the model 

performance. In this paper, we explore, how to get started with improving your ML models by 

leveraging the concept of Active Learning.

3.
Active Learning
Active Learning is the process of sampling data points from a pool of unlabeled data for  

labeling so that the model performance can be improved significantly. Active Learning  

comes in handy while deciding which data points are to be labeled, in the order of priority.  

With Active Learning, we can sample data points for model building upfront. It is helpful in not 

just identifying the initial dataset, but also in choosing the right dataset for retraining the model 

for enhancements.

Unlabeled Data

Active Learning
Module

Trained Model

Oracle/Human
Annotator

Labeled Data

Sampled UnlabeledData

Machine
Learning Model

Fig 2: Active Learning Framework

There are various ways to do Active Learning, but the most generic steps involved are:

1. A small sample of data must be selected from the unlabeled data for manual tagging.

2. Once the data is tagged, it must be used to train the model. The model’s performance will 

not be very good, but will provide insight into which areas of the parameter space should be 

annotated first.

3. Once the model is trained, it should be used to make prediction on the unlabeled data.



4. A prioritization score is calculated for each unlabeled data point based on the prediction of the 

model. There are various ways to calculate the prioritization score – explanation provided in the 

later part of this section.

5. Based on the prioritization score, data points can be sampled from the unlabeled data and 

annotated further.

6. If the performance of the trained ML model is not as expected, the process of sampling and 

retraining can be repeated several times until the desired level of performance is achieved.

There are various ways to do sampling known as sampling strategies. Based on the prioritization 

score and methodologies used for sampling, these strategies can be categorized as:

1. Uncertainty Sampling Strategy

Whenever a trained Machine Learning model makes a prediction, it gives a probability score 

representing the confidence of prediction. If the confidence of prediction is low, it is a good 

practice to seek human feedback to improve the model performance. This type of Active 

Learning where we seek human feedback in low confidence model predictions is known as 

Uncertainty Sampling. For example, in case of a binary classification problem, model prediction 

will be better for the data points that are significantly away from the decision boundary which 

separates the two classes. In this case, if we want to improve the model accuracy by increasing 

the training data size, it will be impractical to sample data points that can be well predicted by 

the classification model. Whereas data points falling near the decision boundary might confuse 

the ML model while making prediction and if these data points are validated by a human and 

classified into specific classes, then overall performance of the model improves. Active Learning 

with Uncertainty Sampling helps in identifying the data points falling near the decision boundary 

and sampling these data points for annotation will improve the overall performance of the ML 

model. While performing Active Learning using Uncertainty Sampling, a score is assigned to  

each data point known as confidence score.

There are various ways to calculate the confidence score of prediction by a Machine Learning 

model and some of them are:

a. Least Confidence

This is the simplest prioritization score method. In this method, predicted probabilities by ML 

model are used to calculate the confidence of prediction.

If probability of prediction is greater than 0.5, then:

Confidence = probability of prediction

And if the probability of prediction is less than 0.5, then:

Confidence = 1 – (probability of prediction)
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b. Margin of Confidence

In this methodology, prioritization score is calculated by subtracting highest probability and 

the second highest probability of the data point belonging to different classes. Data points are 

then selected for annotation based on the lowest margin sampling score, as these data points 

are least certain about most probable and next to most probable class. Let us consider the 

probability of prediction for two data points in case of a spam detector ML model.
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Data Point Spam Probability Not Spam Probability

A 0.8 0.2

B 0.3 0.7

The margin of confidence for data point A will be 0.6 (0.8-0.2) and margin of confidence for data 

point B will be 0.4 (0.7-0.3). Data point B has lower margin of confidence, hence ranks higher in 

priority for sampling.

2. Diversity Sampling Strategy

The method of ensuring that you have diverse training data for your model is a type of Active 

Learning called Diversity Sampling. This type of Active Learning is useful in increasing the 

coverage of training data and ensuring that all kinds of data are included in the training sample.  

In Uncertainty Sampling, the trained Machine Learning model is uncertain to make prediction on a 

data point, whereas in Diversity Sampling, the model is unaware of the data points. For example, 

training data for a multi-class classification problem must be sampled. But in the unlabeled data, 

there is significant class imbalance and if data is sampled randomly chances of data points 

belonging to majority class, will be more in the training data, as compared to the minority class. 

Hence, the minority class data points will have lower representation in the training data.  

In another scenario, suppose, during Machine Learning model lifecycle, due to dynamicity new 

kind of data trends or classes start appearing for which model is not trained. If we want to sample 

these data points in the training data before the model retraining is done, then Diversity Sampling 

methods can be used.

Some of the Diversity Sampling Active Learning methods are:

a. Model-based Outliers

Sampling strategy to sample data points that are confusing to the model because of the lack of 

information or weightage in the training data.

b. Cluster-based Outliers

This sampling strategy is used to sample all kinds of trends present in the data and not just those 

where most of the data points are present. For this approach, unsupervised learning algorithms 

are used to pre-segment the data so that all trends are recognized. With this approach, data points 

that are not part of any trend or cluster (e.g., outliers) are also identified to increase coverage.



c. Representative Sampling

Sampling items that are representative of the target domain for your model, in relevance to your

current training data. For example, during Machine Learning lifecycle, there is drift in the target

variable and existing training data does not have representation for the new class. In such

a scenario, this method helps in sampling data points that are more relevant for the new

target domain.

d. Real World Diversity

This sampling strategy is used to incur fairness and support real world diversity in the training

data. With the help of this sampling strategy, it is ensured that the training data is as fair as

possible and free from real world biases such as demographic or gender biases.

3. Transfer Learning for Active Learning

Transfer Learning is the process of using knowledge gained while solving a ML or DL problem 

and applying it to another related problem. For example, knowledge learned in cat/dog 

classification model can be used while classifying human and pet. Transfer Learning has gained 

a lot of popularity because of its ability to train deep neural networks with comparatively lesser 

data. Transfer Learning enables the use of a pre-trained neural network for a new task by 

changing the last or last few layers of the network. For image classification use cases, ImageNet 

provides a mechanism to gain the benefits of Transfer Learning when large amount of image data 

is not available upfront to train the models from scratch. Similarly, for text analytics use cases, 

pre-trained model like BERT for natural language processing tasks add a lot of value to build 

production models at scale and speed. By altering the last layers of the neural network, the new 

labels can be any category that we want. By using the concepts of Transfer Learning, Active 

Learning can be performed in the following ways:

a. Active Transfer Learning for Uncertainty Sampling

The basic idea of using Transfer Learning with Uncertainty-Sampling-based Active Learning is to predict

its own errors whenever the model is uncertain and less confident. Let’s understand the concept using

a deep learning model that classifies an input to one of the 4 output labels – A,B, C or D.
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Fig 3: Active Transfer Learning for Uncertainty Sampling 
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Looking at validation data annotated for the four-class labels, correct and incorrect classification 

can be easily segregated by comparing actual label present in validation data against predicted 

labels. The final layer of the existing deep neural network is then changed and is trained with 

validation data having labels as “Correct” and “Incorrect”. After training, when this model  

makes prediction on unlabeled data, data points will be classified as “Correct” and “Incorrect”.  

Sampling the “Incorrect” predicted data points with the highest confidence make up the 

candidate dataset for human annotation that will improve the performance of the DL model.

b. Active Transfer Learning for Representative Sampling

We have already discussed drift and how it affects a Machine Learning model’s performance over

time. The new data might not be of the same distribution as the training data. In such scenarios,

we classify data into two categories such as training domain data and application domain data

where application domain data is the new data after the drift has happened. Active Transfer

Learning for Representative Sampling helps in increasing the representation of application domain

data in the updated training dataset before the model retraining is done. Application domain data

can belong to newer classes, as well as those yet to be identified. But that should not be a matter

of concern because after the data is sampled, it will get a human label. For example, in case of

cat/dog classification problem, with time, some images of rabbits start appearing due to drift.

Existing AI model is not trained to classify rabbits and hence retraining is required. The existing

validation data with cat and dog images will be “Training” domain data and unlabeled data with

cat, dog and rabbit images will be labeled as “Application” domain data. Then, existing DL model

is trained with this new data comprising of “Training” domain and “Application” domain data.

Once trained, when this model is used to make predictions on unlabeled data, it will classify it into

“Training” and “Application”, and sampling “Application” with highest confidence and providing

with human label will increase the representation of new data in the training data.

Fig 4: Active Transfer Learning for Representative Sampling 
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c. Active Transfer Learning for Adaptive Sampling

This sampling strategy combines Active Transfer Learning for Uncertainty Sampling and Active

Transfer Learning for Representative Sampling. With this strategy, strategy both uncertain

and diverse data points can be sampled. Let us understand the concept with the help of the

following diagram.

Fig 5: Active Transfer Learning for Adaptive Sampling 
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4.
Active Learning for Incremental Learning  
Incremental Learning is a Machine Learning paradigm where the learning process occurs 

whenever new example(s) emerge and adjust what has been learned according to new 

example(s). The most prominent difference of Incremental Learning from traditional Machine 

Learning is that it does not assume the availability of a sufficient training set before the learning 

process, but the training examples appear over time. Incremental Learning helps in improving 

the model performance in dynamic settings when newer data is available over time or whenever 

data size is out of system memory limits. The main task of Incremental Learning is to learn the 

new rules present in the newer data without forgetting the rules learned previously. The process 

of forgetting the previously learned weights and biases during retraining of the neural network 

is known as catastrophic forgetting and poses the biggest challenge in Incremental Learning. 

There are various ways to do Incremental Learning. For this paper, we have adopted a simple 

Incremental Learning technique. Instead of training the Machine Learning model for the complete 

training data, which consists of previous training data and newer sampled data using Active 

Learning we load the previously learned Machine Learning model from disk and retrain it with 

newer data only. By hyperparameter tuning, we control the number of epochs in such a way 

that the new rules can be learned without significantly changing the weights and biases learned 

previously. Hence, the objective is to learn new rules optimally without forgetting the already 

learned rules.

5.
Active Learning in Practice
In this section, we will discuss a Machine Learning model’s performance, which is retrained 

incrementally on a sample of data selected using Active Learning methodology.

We trained a Machine Learning model on news headline data to classify the short description 

of news headline into the following six classes of News type: Business, Crime, Education, 

Entertainment, Politics and Sports. The overall accuracy of the trained model on validation 

dataset was at 82.1%. To check if the model performance improves with Active Learning followed 

by Incremental Learning we sampled 1000 news headlines short description from the pool of 

unlabeled data using Active Learning. We selected Uncertainty Sampling with least confidence 

score as our sampling strategy of choice. Based on confidence scores, 1000 data points of short 

description text were selected where the model was least confident. These 1000 news headlines 

were then labeled by an annotator into one of the above mentioned six categories. Then these 

1000 reviews became the new training data, and our model was trained incrementally with the 

new training data set of 1000 annotated samples. When this retrained model was used to make 

prediction on same validation dataset, the overall accuracy of the model improved to 85.3%. 



Thus, by just one iteration of sampling, we could increase the accuracy of the model by 

approximately 3%. The same process of sampling the data points from unlabeled data and 

retraining the model was repeated once more, and the overall accuracy of the model increased to 

86.2%, i.e., 1% increase in overall accuracy. As we can see, the overall improvement in accuracy 

in the first iteration is higher than the overall improvement in accuracy in the second iteration.  

As we iteratively perform Active Learning followed by Incremental Learning, we will observe 

higher accuracies that will start diminishing with increasing number of iterations and will hit a 

point of saturation, where the model has learnt all patterns from the data it has seen.

6.
Conclusion
When starting to build a supervised ML model, Diversity Sampling can be used to determine the 

set of data points to be labeled at priority. However, when trying to improve the performance of a 

model already in production, one can start with Representative Sampling.

When the model performance is deteriorated over time, due to drift in the data, Active Learning 

methodology can be used to improve the performance of model, by labeling considerably 

lower amount of data, as compared to when Active Learning methodologies are not used.  

This is achieved by sampling targeted data points having the most impact on the performance of 

model. Confidence score generated for the purpose of Active Learning sampling can be used as 

a metric to monitor the performance of the model. If the confidence score for a significant number 

of data points is low, then it signals for the need of retraining the deployed Machine Learning 

model. Understanding why the model performance has deteriorated over time is necessary 

to find out the correct Active Learning methodology. Uncertainty Sampling and Diversity 

Sampling methodologies are used in case of Data Drift and Concept Drift, respectively. If both 

data and Concept Drift happen simultaneously, Active Transfer Learning for Adaptive Sampling 

can be used to improve the model performance.

Active Learning reduces the rigorous task of manual tagging for a huge volume of data, thus 

saving a significant amount of manpower and time. This is achieved by prioritizing labeling with 

the help of targeted sampling. Incremental Learning technique also plays an important role in 

determining the performance of the deployed Machine Learning model. Hence the challenges 

faced by Incremental Learning, such as catastrophic forgetting, must be addressed appropriately. 

Active Learning followed by Incremental Learning can improve the performance of the model 

only up to a certain limit. Performing retraining iteratively will give decreasing returns. After a few 

iterations, the model performance will not improve any further once the model has learnt enough 

of all available data patterns. Model performance using Active Learning and Incremental Learning 

can only be improved in case the base model is not performing well. If the Machine Learning 

model performance is already high, then using active and Incremental Learning will contribute 

significantly to any further performance improvements.
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Another important benefit of Active Learning is that it allows for iteratively labeling the data 

during the training cycle. Hence feedback on the model performance is obtained faster rather 

than waiting for all the training data to be labeled upfront. This allows for course correction and 

detecting any issues much faster in the ML model development lifecycle.
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